Institutional Determinants of Unemployment in OECD Countries: Does the Deregulatory View Hold Water?

Lucio Baccaro and Diego Rei

Abstract The view that unemployment is caused by labor market rigidities and should be addressed through systematic institutional deregulation has gained broad currency and has been embraced by national and international policymaking agencies alike. It is unclear, however, whether there really is robust empirical support for such conclusions. This article engages in an econometric analysis comparing several estimators and specifications. It does not find much robust evidence either of labor market institutions’ direct effects on unemployment rate, or of a more indirect impact through the magnitude of adverse shocks. At the same time, we find little support for the opposite, proregulatory position as well: the estimates show a robust positive relationship between union density and unemployment rates; also, there is no robust evidence that the within-country variation of bargaining coordination is associated with lower unemployment (as frequently argued), nor is it clear that bargaining coordination moderates the impact of other institutions. All in all, restrictive monetary policies enacted from an independent central bank and other determinants of real interest rates appear to play a more important role in explaining unemployment than institutional factors.

The aim of this article is to assess the empirical plausibility of a vastly popular view of the unemployment problem, endorsed by international organizations such as the Organization for Economic Cooperation and Development (OECD) and the International Monetary Fund (IMF), as well as policymakers in several countries. In a nutshell, this view holds that unemployment is caused by labor market institutions and should be addressed through systematic institutional deregulation. The policy implications are succinctly summarized in one of the IMF’s policy papers: “Countries with high unemployment [are] urged to undertake comprehensive
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structural reforms to reduce ‘labor market rigidities’ such as generous unemployment insurance schemes; high employment protection, . . . high firing costs; high minimum wages; noncompetitive wage-setting mechanisms; and severe tax distortions.”

Does the empirical evidence really support such strong policy conclusions? To address this question, we conduct a time-series cross-section (TSCS) analysis of eighteen OECD countries between 1960 and 1998. We pay considerable attention to the statistical properties of models, and this leads us to compare several estimators and specifications. Our preferred model, which we arrive at by testing down, estimates the direct effect of institutions with data averaged over five-year periods. It includes only one macroeconomic control (the interest rate), six institutional variables: employment protection, unionization rate, a measure of generosity of unemployment benefits, tax wedge, central bank independence, as well as wage coordination, and no interactions. Such a parsimonious model, which we consider both in levels and first differences, gives changes in labor market institutions a fair chance to explain changes in unemployment. Yet little support for the deregulatory view emerges from the analysis: not just employment protection, but also, and more surprisingly, the generosity of unemployment benefits and the size of the tax wedge do not seem to be associated with higher unemployment. We also test for possible indirect effects of institutions on unemployment, operating by magnifying the size of adverse external shocks, and find similarly inconclusive results.

Our analysis also fails to provide empirical support for the opposite view that labor market institutions are good for unemployment. Indeed, our models display a robust (albeit small) positive association between unemployment and the union density rate. We also find that, focusing on the within-country variation, bargaining coordination does not reduce unemployment (despite frequent claims to the contrary), even though it does seem to be associated with lower real wage growth and to increase the responsiveness of real wages to unemployment. In addition, wage coordination does not seem to modify the impact of other institutions in any robust way. Overall, our findings suggest that the impact of labor market institutions on unemployment is, for the most part, indeterminate. Their effect is probably dependent on country-specific institutional configurations. There seems to be no one best way to organize and govern the labor market. Restrictive monetary policies implemented by an independent central bank and other determinants of high real interest rates appear to be more robustly associated with greater unemployment than institutions.

The remainder of the article is organized as follows: the next section reviews the theory and evidence on the relationship between labor market institutions and unemployment. The second section introduces models and data. The third section lays out a set of hypotheses on the impact of labor market institutions, based on
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2. IMF 2003, 125.
the available literature. The fourth section presents the results of an econometric analysis testing the direct impact of institutions on unemployment. The fifth section discusses the findings and their implications for the desirability of labor market deregulation. The sixth section tests for possible nonlinear effects of institutions on the magnitude of adverse shocks, as well as for the impact of institutions on wage growth. The final section concludes with an overall summary of the evidence.

**Labor Market Institutions and Unemployment**

If one looks at the evolution of unemployment in the United States, on the one side, and the major continental European countries, France, Germany, and Italy, on the other, the differences stand out immediately (see Figure 1). In the United States, unemployment starts off at a higher level than in the other countries in the first half of the 1960s (and well above the OECD median). Unemployment falls briefly in the second half of the 1960s and then grows steadily until the early 1980s, when it peaks. From then on, it declines continuously throughout the late 1990s, returning to lower levels than at the beginning of the period. In the continental countries, too, unemployment grows sharply in the 1970s. Rather than peaking and declining, however, it continues to grow well beyond the early 1980s and is at the end of the 1990s not only higher than the U.S. rate, but also higher than

![FIGURE 1. Trajectory of unemployment in France, Germany, Italy, and the United States (1960–98)](image)
This contrast between U.S. dynamism and European sluggishness has inspired a series of commentaries, both in the popular press and in the scholarly literature (beginning with the OECD Job Study of 1994), focusing on Europe’s labor market rigidities—particularly high trade union density and collective bargaining coverage rates keeping wages above market-clearing levels; strict employment protection regulation limiting the employers’ ability to hire and fire at will; and generous unemployment systems reducing the incentives for the unemployed to bid down the wages of those currently employed. Implicit and sometimes explicit in these analyses is the idea that reforming European labor markets to levels of regulation comparable to the United States would produce sizeable reductions in the unemployment rate.

Even at first glance, however, there are numerous problems with this diagnosis. First, if it were true that unemployment is determined by labor market rigidities, one would expect the evolution of U.S. labor market institutions to match the path of unemployment in that country. Thanks to data collected by the OECD and other researchers, it is now possible to test these and other related hypotheses. It seems that the trajectory of U.S. labor market institutions does not follow the same path as unemployment, with the exception, perhaps, of the unemployment benefit replacement rate. This increases from the late 1960s to the early 1980s and then declines, more or less as unemployment does. Other institutions (for example, the level of employment protection and of collective bargaining coordination) do not change at all over the period. Still others follow their own path, rather uncorrelated with unemployment. For example, union density begins to fall in the mid-1950s, continues to decline in the 1970s, when unemployment was increasing, but then keeps declining well past the 1980s, when unemployment was also decreasing.

Second, the evolution of labor market institutions in continental European countries also fails to match the trajectory of unemployment. Indeed, as argued by Solow, “there are good empirical reasons for rejecting this convenient belief that the labor market by itself provides an adequate account of the sad story of European unemployment. At the crudest level, the timing is wrong. One of the two big increases in unemployment took place in the early eighties, although there was no change in labor-market regulation to account for it. . . . The large continental economies do not seem to have suffered from noticeably more rigid labor markets during the high-unemployment 1980s than they did in the low-unemployment 1970s.”
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4. Baker et al. 2006, fig. 1, 56.
5. We use the term “institution” somewhat imprecisely in this article as a shortcut for nondemand and supply factors impinging on the labor market. However, the label may not be appropriate for some of the factors we consider. For example, benefit replacement rates and tax rates are probably more accurately characterized as the result of policies; and union density rates are the result of social processes.
6. See Nickell and Nunziata 2001; and Baker et al. 2005. For others, see the Data Appendix.
7. Solow 2000, 4–5 (emphasis the author’s). According to Solow, alternative explanations are to be sought, having to do with the low rate of job creation (potentially caused by the rigid employment protection, but also by limited product market competition) and with the more demand-friendly U.S. macroeconomic policies.
Third, it would be unwise to generalize from the experience of the largest continental countries to Europe as a whole. Some European countries managed to bring their unemployment rates back down. Yet the labor market in these same countries is overall considerably more regulated than in the United States. For the labor market rigidity thesis to hold true, the decline in the unemployment rates should be consistently accompanied (or, even better, preceded) by reductions in institutional protections in these countries. This does not seem to be the case. Indeed, if one looks at four of the most successful European countries as far as unemployment reduction is concerned—Ireland, Denmark, the Netherlands, and the United Kingdom—the lack of correspondence is quite clear (see Figure 2).

In all these countries, the unemployment rate increased in the 1970s, began declining in the second half of the 1980s (later in Ireland), and continued to decline in the 1990s. Yet the behavior of labor market institutions was far from univocal: employment protection declined in two countries (in Denmark and, slightly, in the Netherlands) but increased in the other two (Ireland and the United Kingdom). Unemployment benefit replacement rates declined in Denmark, Ireland, and the United Kingdom, but increased in the Netherlands. Far from decreasing, unemployment benefit duration increased considerably in Ireland and Denmark, and slightly in the United Kingdom. The tax wedge also increased in Ireland and Denmark. The one institutional variable whose trajectory seems to match unemployment is union density, which decreases in all countries from the second half of the 1970s-early half of the 1980s on (in Denmark only slightly) at the same time as unemployment starts coming down. Interestingly enough, this same conclusion emerges from our multivariate analysis, illustrated below, which identifies unionization as the only robust institutional predictor of unemployment.

An additional reason to mistrust the rigidity thesis is that it is not clear that similar institutional reforms have comparable effects in different countries. For example, a marked increase in collective bargaining coordination, bringing about wage moderation, is often regarded as key for the employment successes of Ireland and the Netherlands. However, collective bargaining coordination also increased in Italy in the 1990s. Yet Italian unemployment performance continued to be dismal, unlike the other two countries. In addition, case study evidence casts doubt on the argument that different levels of institutional rigidities matter for differences in unemployment. Schettkat, for example, compares employment-

8. See Pontusson 2005; and Baker et al. 2006.
9. Apparently, the most relevant aspect of reform of the unemployment insurance system in Denmark had to do with tightening of the eligibility criteria; see Nickell, Nunziata, and Ochel 2005, 4.
10. The major reform of the unemployment insurance system in the Netherlands involved the tightening of eligibility criteria; Saint-Paul 2004, 52.
13. Baccaro 2000. Between the second half of the 1980s and the second half of the 1990s, the index measuring bargaining coordination increased from 2 to 4 in Italy (on a 5-point scale), from 2.3 to 4 in Ireland, and from 3 to 4 in the Netherlands.
FIGURE 2. Trajectory of unemployment and labor market institutions in Denmark, Ireland, the Netherlands, and the United Kingdom

Source: See Data Appendix.
miracle Holland with laggard Germany and shows that, even after the various reforms, labor market “regulations [we]re stricter and transfers more generous in the Netherlands than in Germany.”14

Considering the heterogeneous experience of countries, it is not particularly surprising that the results of econometric tests using TSCS data on OECD countries appear not especially robust. Baker, Glyn, Howell, and Schmitt have been tracking the evolution of the literature in this domain for quite some time.15 A recent article of theirs provides an up-to-date comparison of findings from eleven econometric studies between 1997 and 2005,16 all regressing the unemployment rate on essentially the same set of institutional variables (an employment protection index, unemployment benefit replacement rates, union density, a bargaining coordination index, and the magnitude of the tax wedge, with less frequently a measure of unemployment benefit duration, collective bargaining coverage, and expenditures in active labor market policies) using TSCS data on OECD countries. Their review shows that no single institutional variable is consistently found to be significantly different from zero across all studies. To be sure, most studies do find that labor market rigidities are important determinants of unemployment,17 but they disagree as to exactly which institutions matter. Also, the size of estimated impacts varies considerably across specifications.

In brief, both case study evidence and econometric testing suggest that the case for the rigidities-cause-unemployment thesis is probably less robust and unambiguous than it should be, particularly considering its wide popularity and its huge influence on policymakers. Yet the current debate among mainstream economists is not whether or not changes in labor market institutions explain movements in unemployment. This is more or less taken for granted.18 The question that is being asked instead is exactly through which channels labor market institutions affect unemployment, whether directly, by pushing up the equilibrium unemployment rate,19 or indirectly, by magnifying the adverse consequences of exogenous shocks, as argued by Blanchard and Wolfers.20

Within the recent literature, the work of Nickell and co-authors carries particular weight, having inspired several other authors. Nickell, Nunziata, and Ochel

18. Indeed, Saint-Paul 2004, 53, has argued in a recent review of the literature that “evidence supports the traditional view that rigidities that reduce competition in labor markets are typically responsible for high unemployment. Reducing these rigidities across the board seems to work.” Freeman 2005 has recently argued that economists’ priors concerning the role of labor market rigidities in unemployment are so strongly held that they are unlikely to be changed simply by the results of TSCS econometric testing, and that different, more micro data and analyses are needed.
conducted a TSCS analysis of unemployment patterns in twenty OECD countries between 1961 and 1995 using annual data. The unemployment rate is regressed on: (1) its first lag; (2) a vector of labor market institutions (employment protection, benefit replacement rate, benefit duration, the change in union density, bargaining coordination, and the tax wedge); (3) a vector of institutional interactions (benefit replacement × benefit duration; coordination × union density; coordination × tax wedge); (4) a vector of macroeconomic controls (labor demand shock, total factor productivity shock, terms of trade shock, money supply shock, plus the real interest rate); (5) country and time effects; and (6) country-specific time trends.

Nickell, Nunziata, and Ochel find that for all institutional predictors except employment protection the null hypothesis of zero coefficient is rejected, by ample margins in most cases. Changes in institutions alone are found to explain 55 percent of the variation in unemployment, the generosity of the unemployment benefit system being the most important factor, followed by taxes and union density. The authors also test the plausibility of Blanchard and Wolfers’s argument by estimating another model in which institutions are allowed to have not just direct effects on unemployment but also to modify the coefficients of time dummies capturing external shocks. They find that institutions remain significant predictors of unemployment in this alternative specification, while the interacted time effects make no contribution to the explanation of unemployment once direct effects are controlled for.

In the next section we examine whether these strong conclusions are robust to small changes in data and specifications. In light of the findings of Nickell, Nunziata, and Ochel, summarized above, we devote most attention to testing the direct effects of institutions on unemployment rates. Later in this article, however, we also examine the plausibility of interactive effects of institutions on the size of adverse macro shocks.

**Models and Data**

We make no attempt at modeling unemployment in an innovative way. Instead, we rely on existing models, whose empirical testing has been found to provide strong support for the thesis that institutional rigidities cause unemployment. In particular we draw heavily on an IMF 2003 data set that is, in turn, a modification of Nickell and colleagues’ 2001 research—itself an early version of Nickell,
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22. Ibid., tab. 5, 14, col. 1.
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The model we test hypothesizes that the unemployment rate depends on a series of labor market institutions determining the equilibrium level, and on a series of macroeconomic variables explaining short-term deviations from the equilibrium level.

In static form, the model we use is the following:

\[ u_{i,t} = \beta_0 + \sum_j y_j x_{j,i,t} + \sum_n \eta_n z_{n,i,t} + \sum_p \sigma_p h_{p,i,t} + \delta_i + \alpha_t + \epsilon_{i,t} \]

where \( u_{i,t} \) is the unemployment rate in country \( i \) at time \( t \); the \( x \)’s are \( j \) institutional variables; the \( z \)’s are \( n \) macroeconomic controls; the \( h \)’s are \( p \) interactions; the \( \delta_i \)’s are (N-1) fixed effects, capturing country-specific, but time-invariant, unmeasured determinants of unemployment; the \( \alpha_t \)’s are (T-1) year dummies, accounting for time-varying annual shocks affecting all countries simultaneously; and \( \epsilon_{i,t} \) is the stochastic residual. With yearly data we estimate dynamic models, namely by adding the lagged unemployment rate to the predictors:

\[ u_{i,t} = \beta_0 + \beta_1 u_{i,t-1} + \sum_j y_j x_{j,i,t} + \sum_n \eta_n z_{n,i,t} + \sum_p \sigma_p h_{p,i,t} + \delta_i + \alpha_t + \epsilon_{i,t} \]

For reasons explained in the text, the models are sometimes estimated in first differences, with first differencing wiping out the country fixed effects. The vector of institutional variables is the following:

\[ \sum_j y_j x_{j,i,t} = y_1 EP_{i,t} + y_2 UD_{i,t} + y_3 BRR_{i,t} + y_4 TW_{i,t} + y_5 CBI_{i,t} + y_6 BC_{i,t} \]

where \( EP \) is an employment protection index, \( BRR \) is the benefit replacement rate, \( UD \) is union density, \( TW \) is the tax wedge, \( CBI \) is an index of central bank inde-

27. We focus on IMF 2003 because this allows us to use data for three additional years (1996–98). However, in Table 1, columns (7) and (8), using a shorter panel, we also estimate models in which the macroeconomic controls are the same as in Nickell et al. 2001; and Nickell, Nunziata, and Ochel 2005.


29. The benefit replacement rate variable should be combined with a benefit duration variable (as well as with other variables capturing which percentage of the workforce is eligible for benefits and how tight the rules of access are—measures that, to our knowledge, are presently unavailable for many countries). However, the benefit duration variable available in our data set is the one elaborated and used by Baker et al. 2003. Following Nickell and Nunziata 2001, they constructed the series proxying the duration of unemployment benefits with the ratio of benefits available after the first year to benefits available in the first year of unemployment. The drawback of this methodology is that the variable assumes the value of 0 whenever there are no benefits available after the first year of unemployment, and hence does not capture the shorter lengths. For this reason, we omit the benefit duration variable and use instead the OECD summary measure of benefit entitlements (benefoecd) in some specifications. This averages the gross unemployment benefit replacement rates for two earnings levels, three family situations, and three durations of unemployment. The advantage of this variable is
pendence, BC is an index of wage bargaining coordination. The vector of macroeconomic variables includes:

$$\sum \eta_n z_{n,t} = \eta_1 RIR_{t,t} + \eta_2 PROD_{t,t-1} + \eta_3 DCPI_{t,t} + \eta_4 TOTS_{t,t}$$

where RIR is the real interest rate, PROD is the (lagged) change in labor productivity, DCPI is the change in the consumer price index, and TOTS is the terms of trade shock measure. Finally, every institutional variable is interacted with the bargaining coordination measure:

$$\sum \sigma_i h_{p,t} = \sigma_1 EP_{p,t} * BC_{i,t} + \sigma_2 UD_{p,t} * BC_{i,t} + \sigma_3 BRR_{i,t} * BC_{i,t} + \sigma_4 TW_{i,t} * BC_{i,t} + \sigma_5 CBI_{i,t} * BC_{i,t}$$

Also, every interactive term is expressed as deviation from the sample average $\psi$. This allows us to interpret the coefficient of each institutional variable as the coefficient of the hypothetical country characterized by the average level of a given institutional measure (in this case the interaction term equals 0):

$$VARX_{i,t} VARY_{i,t} = \{VARX_{i,t} - \psi_{varX}\} * \{VARY_{i,t} - \psi_{varY}\}$$

While our specifications are similar to others in the literature, they also present a few peculiarities. First, unlike previous work, we do not include country-specific time trends in the model. Inserting country-specific trends alters the purpose of the exercise from explaining how institutions affect unemployment to explaining how institutions affect movements in unemployment around a country-specific time trend. Also, country-specific time trends introduce an inordinate amount of multicolinearity, and this may render the estimates highly sensitive to the particular specification selected.
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Second, unlike other research, which contain a rather eclectic array of interactions,\(^{35}\) we focus on the interaction between the degree of wage coordination in the economy and the institutional variables. This modeling choice is in line with a basic intuition of the variety of capitalism literature,\(^{36}\) that institutions function differently in different types of economic systems, and that a key factor distinguishing among types of capitalism is the degree of coordination in economic transactions—of which wage bargaining coordination is of paramount importance.

Our main interest is to see whether the \(\eta\)'s (the coefficients of the institutional variables) are significantly different from 0 across the eighteen OECD countries included in our analysis and over the entire period (1960–98). We do not explore parameter heterogeneity over time. As far as cross-sectional heterogeneity is concerned, we do not allow for country-specific parameters but do let the effects of institutions to vary systematically across bargaining regimes. As is common practice in this literature, we assume exogeneity of the predictors. As for data, we rely on the TSCS data set assembled by Baker and colleagues,\(^{37}\) which, in turn, is very similar to the one used by the IMF.\(^{38}\) Both data sets are extensions of the Nickell/Nunziata database of labor market institutions,\(^{39}\) which, in turn, relies on OECD measures. We use, however, a different, and arguably better, measure of wage bargaining coordination, elaborated by Kenworthy.\(^{40}\) Because Spain and Portugal were not democratic for a large part of this period, these two countries were not coded by Kenworthy and are therefore excluded from our sample. Information on the various measures can be found in the Data Appendix.

**Specific Hypotheses**

Research on specific labor market institutions has shown that the channels through which these may affect unemployment are multiple and possibly contradictory. For example, the effects of employment protection (EP) legislation have been found to be theoretically and empirically ambiguous.\(^{41}\) Employment protection simultaneously reduces both flows from unemployment into employment and flows from employment into unemployment.\(^{42}\) A portion of the literature also underscores the possible positive effects of employment protection legislation on worker

\(^{35}\) One exception is Belot and Van Ours 2004, who provide an explicit rationale for their choice of interaction terms.

\(^{36}\) See Hall and Soskice 2001.


\(^{38}\) The countries we consider in this analysis are Australia, Austria, Belgium, Canada, Denmark, Finland, France, Germany, Ireland, Italy, Japan, Netherlands, New Zealand, Norway, Sweden, Switzerland, the United Kingdom, and the United States.

\(^{39}\) Nickell and Nunziata 2001.

\(^{40}\) See Kenworthy 2003.

\(^{41}\) See Bertola 1990; and OECD 1999 and 2004a.

\(^{42}\) See Nickell 1997, 66; Blanchard 1999, 10; and Bertola, Blau, and Kahn 2001, 30.
productivity, by providing for greater job stability and employee morale, such that wage increases possibly caused by employment protection may finance themselves through increased productivity.43

The union density (UD) measure is intended to capture union bargaining power.44 Unionization may affect unemployment through two channels: higher average wages or a more compressed wage structure. If unionization leads to labor costs above their market-clearing levels, some workers who are willing to work at the prevailing wage level do not find employment. This effect is likely to be greater the more elastic the labor supply.45 In addition, if unionization leads to a more compressed wage structure,46 some workers, those with lower productivity, are likely to be priced out of the labor market. Freeman and Medoff 1984 argued that unionization has two faces: a labor monopoly face and a “voice” face. The latter compensates for the former by increasing workplace productivity. If this view is correct, then the effects of unionization may be indeterminate and depend on which of the two effects prevails. It has also been argued that when collective bargaining is coordinated, unions tend to internalize the externalities associated with their wage policies.47 For this reason we expect the interaction between unionization rate and bargaining coordination to be negative.

The benefit replacement rate (BRR) variable expresses the percentage of gross earning replaced by unemployed benefits in the first year of unemployment and, in so doing, seeks to capture the degree of generosity of the unemployment insurance system. More generous insurance systems may cause unemployment to rise through multiple channels,48 for example by making “unemployment less painful and thus strengthen[ing] the hand of workers in bargaining,”49 or by “reduc-[ing] the ‘effectiveness’ of unemployed individuals as potential fillers of vacancies, by allowing them to be more choosy.”50 The findings of Feldstein and Poterba,51 and Katz and Meyer,52 based on U.S. microdata, suggest that the generosity and duration of unemployment benefits increases the reservation wage and the duration of unemployment, respectively. At the same time, a generous unemployment system may lead to a more efficient matching between the unemployed and available jobs, in which case the sign of the coefficient may be theoretically indeterminate.

43. See Cazes and Nesporova 2003, 87, relying on the findings of Ichniowski, Shaw, and Prennushi 1997; and Nickell and Layard 1999.
44. The collective bargaining coverage rate would be preferable as a measure. This series is, however, largely incomplete.
45. For example, for women, youth, and old workers, see Bertola, Blau, and Kahn 2001.
46. See Fortin and Lemieux 1997; Pontusson, Rueda, and Way 2002; and Rueda and Pontusson 2000.
47. Soskice 1990; and Nickell 1997, 68.
The tax wedge (TW) variable is the sum of the payroll, income, and consumption tax rates. Clearly, the tax wedge is potentially an additional cost for enterprises. However, the impact of this variable on unemployment depends on who shoulders the burden of these taxes, which in turn depends on the relative bargaining power of the parties. If taxes are entirely paid for by workers through lower posttax wages, then labor demand should be unaffected. The net impact would then depend on what happens to labor supply. If workers increase their supply at existing wage levels to compensate for lower take-home pay, the relationship may even be negative, that is, higher taxes may be associated with lower unemployment. If, however, taxes cannot be shifted onto wages, because of union bargaining power, or because of wage floors or compressed wage structures, then labor demand is likely to be negatively affected and unemployment likely to increase.

The wage bargaining coordination (BC) variable is generally hypothesized to be associated with lower unemployment, because of the tendency of coordinated bargaining to internalize the externalities of wage bargaining and lead to lower real wage settlements than uncoordinated bargaining. However, a positive relationship between bargaining coordination and unemployment is also plausible if one considers that coordination potentially enhances the monopoly power of unions. A recent OECD analysis finds no robust association between wage coordination and unemployment.

The central bank independence (CBI) index is intended to capture the degree to which the monetary authority is able to resist political pressures to inflate the economy. It is not clear what kind of impact this variable should have on unemployment when considered in isolation. In a rational expectation framework, for example, central bank independence does not directly affect employment or unemployment but reduces inflation. Political economists have devoted a great deal of attention to the interaction between central bank independence and bargaining structure. In an economy characterized by coordinated bargaining, the bargaining actors are more likely to heed the monetary policy announcements issuing from an independent central bank and adjust their behavior accordingly than actors in an uncoordinated bargaining system. Based on this reasoning, the interaction between central bank independence and wage bargaining coordination should be negatively associated with unemployment, other things being equal.

With regard to the macroeconomic controls, we expect the real interest rate to be positively associated with unemployment, mostly because high interest rates

56. OECD 2004b.
57. Blaney 1996. See also Eijffinger and de Haan 1996, for a general overview.
reduce capital accumulation (at least until wages adjust downwards, and an increase in the profit rates compensates for the greater cost of capital). According to Blanchard, the effect of interest rates should be limited to the short term and should be small in the long run. Ball, however, argues that protracted periods of restrictive monetary policies, with high real interest rates, do not just increase current unemployment but end up increasing equilibrium unemployment as well. Nickell and colleagues point out that real interest rates may positively affect unemployment by increasing the returns on nonhuman wealth, which, in turn, increases the reservation wage of the unemployed and reduces their willingness to bid down the price of labor.

The change in the inflation rate variable should capture a possible trade-off between inflation and unemployment of the Phillips curve-type, that is, higher values of this variable are expected to be associated with lower unemployment values. In line with most macroeconomic theory, we expect this effect to hold in the short but not in the medium or long term.

The terms of trade shock variable, defined as first log-difference of the terms of trade multiplied by trade openness (in turn defined as the ratio between imports plus exports to gross domestic product (GDP)), is expected to have a negative sign and is supposed to operate through real wage resistance. If there is a fall in terms of trade and the real wage does not adjust downwardly due to real wage resistance, unemployment should rise. The duration of this effect depends on the speed of adjustment and is likely to disappear when longer time frames are considered.

The change in labor productivity variable is also expected to have a negative sign due to real wage resistance. If the rate of productivity growth suddenly decelerates, and workers continue to obtain similar rates of growth in real wages as in the past, unemployment should rise. As argued by Bertola, Blau, and Kahn, “in the long run, there is no reason for unemployment to be affected by the particular level of [productivity] growth a country has settled upon, but it may take a long time for real wage growth to decelerate to its new equilibrium level.”

Our models also include interactions between every institutional/organizational variable (employment protection, union density, benefit replacement, benefit duration, tax wedge, and central bank independence) and the wage bargaining coordination variable. To the extent that a more coordinated bargaining system helps economic actors internalize the systemic consequences of their actions, the sign of these interactive terms should be negative.

60. Ball 1999.
65. See also Layard, Nickell, and Jackman 1991.
Econometric Analysis

Annual Data

We begin the econometric analysis by estimating dynamic fixed effects models using annual data. This is the kind of models from which issue some of the strongest conclusions about the desirability of deregulation.

Column (1) in Table 1 reports the results of ordinary least squares (OLS) estimation. Columns (2) and (3) model country-specific heteroskedasticity and residual serial correlation (which persists even in the dynamic specification) by using a panel weighted least squares (PWLS) estimator with a Prais-Winsten transformation of the data. Model (2) uses a common estimated rho (first-order autocorrelation coefficient), as recommended by Beck and Katz; model (4) a country-specific one, as in Nickell and colleagues. Column (4) estimates the same model as column (3) with the summary measure of benefit entitlements elaborated by the OECD instead of the benefit replacement rate variable. Column (5) uses OLS with panel-corrected standard errors (PCSEs). Column (6) estimates the same model as in column (5) with the OECD benefit entitlements variable in lieu of the benefit replacement rate variable. In columns (7) (PWLS with Prais-Winsten transformation) and (8) (OLS/PCSE), we replace the macroeconomic control variables in our specification with the macro control variables used by Nickell and colleagues (labor demand shock, total factor productivity shock, money supply shock, real interest rate, and terms of trade shock). These alternative controls are all mean-reverting, with the exception of the real interest rate, and can therefore only explain short-run deviations of unemployment from its equilibrium path. In other words, these models should attribute a greater role to the institutional variables in explaining equilibrium unemployment than the previous. Since the data

67. All analyses were performed with StataSE 8.0., except for the cointegration tests, for which Eviews 4.1 was used.
68. In a dynamic model the lagged dependent variable is included in the regressors. Hence the variable coefficients have to be interpreted as the effects of the regressors on the partial adjustment process of unemployment and are short-term coefficients.
69. See IMF 2003; Nickell et al. 2001; Nickell, Nunziata, and Ochel 2005; Nunziata 2002; and Elmeskov, Martin, and Scarpetta 1998. Based on Beck and Katz’s 2004, and others’ advice (see Nunziata 2002, 11; and Judson and Owen 1999), we ignore the possible bias due to the correlation between the (demeaned) lagged dependent variable and the (demeaned) error term in the fixed effect estimator, known as Nickell bias (Nickell 1981; Kiviet 1995; and Baltagi 2001, 130). Monte Carlo evidence reported in Beck and Katz 2004, 33–34, suggests that, with T=39, the fixed-effects estimator should perform as well as others, if not better.
71. See Nickell et al. 2001; and Nickell, Nunziata, and Ochel 2005. It should be noted that, just like other regression coefficients, the estimated rho, too, could be biased in a dynamic model with serial correlation.
72. The PCSEs correct for country-specific heteroskedasticity and cross-country correlation of the errors—both typical features of TSCS data sets—thus providing more reliable estimates of the standard errors (Beck and Katz 1995 and 1996).
73. See Nickell et al. 2001; and Nickell, Nunziata, and Ochel 2005.
<table>
<thead>
<tr>
<th>Dependent variable</th>
<th>OLS</th>
<th>FGLS heteroskedasticity and autocorrection (common-panel rho)</th>
<th>FGLS heteroskedasticity and autocorrection (panel-specific rho)</th>
<th>Column III with benoecd</th>
<th>OLS with PCSEs</th>
<th>FGLS heteroskedasticity and autocorrection (common-panel rho)</th>
<th>OLS with PCSEs alternative macro controls</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lagged dependent variable</td>
<td>0.901</td>
<td>0.829</td>
<td>0.832</td>
<td>0.831</td>
<td>0.901</td>
<td>0.897</td>
<td>0.844</td>
</tr>
<tr>
<td>(44.85)***</td>
<td>(35.72)***</td>
<td>(36.34)***</td>
<td>(36.48)***</td>
<td>(28.92)***</td>
<td>(28.63)***</td>
<td>(38.31)***</td>
<td>(28.58)***</td>
</tr>
<tr>
<td>Real interest rate</td>
<td>0.056</td>
<td>0.059</td>
<td>0.055</td>
<td>0.055</td>
<td>0.056</td>
<td>0.056</td>
<td>0.058</td>
</tr>
<tr>
<td>(1.77)***</td>
<td>(4.54)***</td>
<td>(4.31)***</td>
<td>(4.28)***</td>
<td>(3.44)***</td>
<td>(3.55)***</td>
<td>(1.84)*</td>
<td>(0.97)</td>
</tr>
<tr>
<td>Change in inflation</td>
<td>-0.041</td>
<td>-0.030</td>
<td>-0.033</td>
<td>-0.033</td>
<td>-0.041</td>
<td>-0.040</td>
<td>-0.018</td>
</tr>
<tr>
<td>(2.44)***</td>
<td>(2.61)***</td>
<td>(3.05)***</td>
<td>(3.06)***</td>
<td>(2.15)**</td>
<td>(2.12)**</td>
<td>(1.82)*</td>
<td>(1.04)</td>
</tr>
<tr>
<td>Terms of trade shocks</td>
<td>-0.052</td>
<td>-0.060</td>
<td>-0.063</td>
<td>-0.061</td>
<td>-0.052</td>
<td>-0.051</td>
<td></td>
</tr>
<tr>
<td>(1.49)</td>
<td>(2.30)**</td>
<td>(2.45)**</td>
<td>(2.38)**</td>
<td>(1.33)</td>
<td>(1.30)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Lagged productivity</td>
<td>-0.081</td>
<td>-0.049</td>
<td>-0.050</td>
<td>-0.050</td>
<td>-0.081</td>
<td>-0.079</td>
<td></td>
</tr>
<tr>
<td>(4.25)***</td>
<td>(3.61)***</td>
<td>(3.96)***</td>
<td>(4.02)***</td>
<td>(3.64)***</td>
<td>(3.51)***</td>
<td></td>
<td></td>
</tr>
<tr>
<td>EP</td>
<td>-0.096</td>
<td>0.120</td>
<td>0.013</td>
<td>0.034</td>
<td>-0.096</td>
<td>-0.042</td>
<td>0.107</td>
</tr>
<tr>
<td>(0.52)</td>
<td>(0.66)</td>
<td>(0.07)</td>
<td>(0.18)</td>
<td>(0.62)</td>
<td>(0.28)</td>
<td>(0.73)</td>
<td>(0.16)</td>
</tr>
<tr>
<td>UD</td>
<td>0.013</td>
<td>0.021</td>
<td>0.018</td>
<td>0.016</td>
<td>0.013</td>
<td>0.014</td>
<td>0.016</td>
</tr>
<tr>
<td>(2.10)***</td>
<td>(2.85)***</td>
<td>(2.32)***</td>
<td>(2.08)**</td>
<td>(1.65)*</td>
<td>(1.70)*</td>
<td>(2.37)**</td>
<td>(2.01)**</td>
</tr>
<tr>
<td>BRR</td>
<td>0.006</td>
<td>-0.004</td>
<td>-0.000</td>
<td>0.006</td>
<td>0.006</td>
<td>-0.001</td>
<td>0.007</td>
</tr>
<tr>
<td>(1.62)</td>
<td>(1.06)</td>
<td>(0.12)</td>
<td>(1.55)</td>
<td>(0.38)</td>
<td>(1.93)*</td>
<td></td>
<td></td>
</tr>
<tr>
<td>TW</td>
<td>-0.006</td>
<td>-0.018</td>
<td>-0.014</td>
<td>-0.015</td>
<td>-0.006</td>
<td>-0.005</td>
<td>-0.022</td>
</tr>
<tr>
<td>(0.59)</td>
<td>(1.64)</td>
<td>(1.31)</td>
<td>(1.36)</td>
<td>(0.59)</td>
<td>(0.51)</td>
<td>(2.16)**</td>
<td>(1.53)</td>
</tr>
<tr>
<td>Benoecd</td>
<td>0.002</td>
<td>0.007</td>
<td>0.007</td>
<td>0.032</td>
<td>0.007</td>
<td>0.007</td>
<td>0.032</td>
</tr>
<tr>
<td>CBI</td>
<td>0.501</td>
<td>0.828</td>
<td>1.100</td>
<td>1.121</td>
<td>0.501</td>
<td>0.490</td>
<td>1.042</td>
</tr>
<tr>
<td>(1.27)</td>
<td>(2.26)**</td>
<td>(2.85)***</td>
<td>(2.91)***</td>
<td>(1.34)</td>
<td>(1.29)</td>
<td>(2.04)**</td>
<td>(2.08)**</td>
</tr>
<tr>
<td>RC</td>
<td>0.035</td>
<td>0.093</td>
<td>0.075</td>
<td>0.071</td>
<td>0.035</td>
<td>0.045</td>
<td>0.119</td>
</tr>
<tr>
<td>(0.74)</td>
<td>(2.01)**</td>
<td>(1.70)*</td>
<td>(1.62)</td>
<td>(0.70)</td>
<td>(0.92)</td>
<td>(2.65)***</td>
<td>(0.80)</td>
</tr>
<tr>
<td>BC*UD</td>
<td>-0.005</td>
<td>-0.006</td>
<td>-0.006</td>
<td>-0.006</td>
<td>-0.005</td>
<td>-0.005</td>
<td>-0.005</td>
</tr>
<tr>
<td>(1.87)*</td>
<td>(1.96)**</td>
<td>(2.35)**</td>
<td>(2.15)**</td>
<td>(1.66)*</td>
<td>(1.58)</td>
<td>(1.80)*</td>
<td>(2.19)**</td>
</tr>
<tr>
<td>BC(^*)TW</td>
<td>-0.002</td>
<td>-0.001</td>
<td>-0.002</td>
<td>-0.001</td>
<td>-0.002</td>
<td>-0.002</td>
<td>-0.009</td>
</tr>
<tr>
<td>BC(^*)EP</td>
<td>0.095</td>
<td>0.108</td>
<td>0.115</td>
<td>0.110</td>
<td>0.095</td>
<td>0.106</td>
<td>0.115</td>
</tr>
<tr>
<td>BC(^*)BRR</td>
<td>-0.000</td>
<td>0.002</td>
<td>0.001</td>
<td>-0.000</td>
<td>0.002</td>
<td>0.000</td>
<td>0.002</td>
</tr>
<tr>
<td>BC(^*)CRI</td>
<td>0.079</td>
<td>-0.126</td>
<td>-0.158</td>
<td>-0.120</td>
<td>0.079</td>
<td>0.104</td>
<td>-0.258</td>
</tr>
<tr>
<td>BC(^*)BREMED</td>
<td>0.000</td>
<td>-0.001</td>
<td>(0.14)</td>
<td>(0.14)</td>
<td>(0.01)</td>
<td>(0.01)</td>
<td>(0.01)</td>
</tr>
</tbody>
</table>

**Labour Demand Shocks**

- BC\(^*\)TW: -0.002, (0.48)
- BC\(^*\)EP: 0.095, (1.25)
- BC\(^*\)BRR: -0.000, (0.24)
- BC\(^*\)CRI: 0.079, (0.36)
- BC\(^*\)BREMED: 0.000, (0.14)

**Money Supply Shocks**

- BC\(^*\)TW: -0.002, (0.48)
- BC\(^*\)EP: 0.095, (1.25)
- BC\(^*\)BRR: -0.000, (0.24)
- BC\(^*\)CRI: 0.079, (0.36)
- BC\(^*\)BREMED: 0.000, (0.14)

**Real Import Prices**

- BC\(^*\)TW: -0.002, (0.48)
- BC\(^*\)EP: 0.095, (1.25)
- BC\(^*\)BRR: -0.000, (0.24)
- BC\(^*\)CRI: 0.079, (0.36)
- BC\(^*\)BREMED: 0.000, (0.14)

**Total Factor Productivity Shocks**

- BC\(^*\)TW: -0.002, (0.48)
- BC\(^*\)EP: 0.095, (1.25)
- BC\(^*\)BRR: -0.000, (0.24)
- BC\(^*\)CRI: 0.079, (0.36)
- BC\(^*\)BREMED: 0.000, (0.14)

**Observations**

- 620

**Adjusted R-squared**

- 0.96

**Number of countries**

- 18

**Estimated rho**

- 0.30

**Durbin M test for remaining serial correlation of the residuals**

<table>
<thead>
<tr>
<th>Coefficient</th>
<th>P-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.39</td>
<td>0.000</td>
</tr>
<tr>
<td>0.44</td>
<td>0.000</td>
</tr>
<tr>
<td>0.44</td>
<td>0.000</td>
</tr>
<tr>
<td>0.39</td>
<td>0.000</td>
</tr>
<tr>
<td>0.4</td>
<td>0.000</td>
</tr>
</tbody>
</table>

**Multicolinearity tests**

<table>
<thead>
<tr>
<th>Mean VIF 4.51</th>
<th>Mean VIF 4.51</th>
<th>Mean VIF 4.51</th>
<th>Mean VIF 4.51</th>
<th>Mean VIF 4.51</th>
<th>Mean VIF 4.51</th>
</tr>
</thead>
<tbody>
<tr>
<td>(condition number)</td>
<td>(condition number)</td>
<td>(condition number)</td>
<td>(condition number)</td>
<td>(condition number)</td>
<td>(condition number)</td>
</tr>
<tr>
<td>19.0 666</td>
<td>19.0 666</td>
<td>18.66</td>
<td>18.66</td>
<td>82.7</td>
<td>82.7</td>
</tr>
</tbody>
</table>

**Notes:** Cointegration test for the model in column (1): Augmented Dickey Fuller: 83.62, Phillips Perron: 101.22—implies rejection of null hypothesis of noncointegration at 1% (see fn. 22). FGLS = feasible generalized least squares. OLS = ordinary least squares. PCSE = panel-corrected standard errors. UNR = unemployment rate. Absolute value of z statistics in parentheses. * significant at 10%; ** significant at 5%; *** significant at 1%.
in the Nickell and colleagues’ database run until 1995, this model is estimated on a shorter panel.

The coefficients of the lagged dependent variable are all worryingly very high (close to 0.9 in some cases). Test results on stationarity show that the series are for the most part nonstationary.\textsuperscript{74} However, the cointegration tests at the bottom of the table reject the null of noncointegration.\textsuperscript{75} Our tests show that data transformations do not eliminate serial correlation in the residuals, which remains non-negligible in all models (estimated $\rho \equiv .3$). Due to the presence of serial correlation, we cannot exclude that the estimates in these models are not both biased and inconsistent. Monte Carlo evidence suggests that the magnitude of the bias may not be great.\textsuperscript{76} However, because they are conducted with $N$ much larger than ours, the experiments do not match the specific features of our data set.

Ignoring the possible bias, the results reported in Table 1 suggest that unemployment clearly depends on macroeconomic conditions. All macroeconomic predictors are significantly associated with unemployment, even though the terms of trade variable is statistically insignificant when OLS is used. The effects of institutional variables are, instead, much less clear-cut. Only union density is robustly positive and significant in all models. Central bank independence is positively correlated with unemployment, but often insignificant when OLS is used. Bargaining coordination is found to be positively, not negatively, associated to unemployment, and sometimes significantly so. The only robust interaction seems to be that between unionization and wage coordination, which is negative as expected.\textsuperscript{77} It is not possible to reject the hypothesis that the interaction terms are jointly equal to 0. The models in columns (7) and (8), which seek to approximate the Nickell and colleagues’ specification,\textsuperscript{78} confirm the results of previous models. However, the coefficient of the real interest rate variable becomes smaller with the new macro controls in place and insignificant with OLS. Both the coefficient and the $z$ statistics for central bank independence are greater than in other models. In addition, benefit

\textsuperscript{74} See Appendix 2 in Baccaro and Rei 2005.

\textsuperscript{75} The test checks for stationarity of the regression residuals. Drawing on Nunziata 2002, 12–13, we used the test for cointegration proposed by Maddala and Wu 1999, which is suitable for an unbalanced panel such as ours. This test combines the results of country-specific tests with $p$-value $p_c$ in the statistic: $-2(\sum \log p_c)$, which is $\chi^2$ distributed with $2N$ degrees of freedom, under the null of non-co-integration; see Smith and Fuertes 2004, 35–36. To perform the country-specific tests, we adopted the Augmented Dickey Fuller (ADF) and Philips Perron (PP) tests. For the ADF, the appropriate country-specific specifications were determined by trial and error based on the three possible alternatives (with trend and constant, constant only, no constant–no trend), and the optimal number of lags was selected according to the Akaike Information Criterion. For the PP test, the Newey West bandwidth was selected using the Bartlett Kernel. The $p$-values are Mackinnon approximations. The Maddala and Wu 1999 test assumes that there is no cross-sectional correlation of the errors. Because we control for cross-country correlation through the insertion of time dummies, we assume (somewhat incorrectly) that the test statistics follows the $\chi^2$. Concerns about the critical values are likely to arise only in case the margin of acceptance/rejection is thin (which is not our case).

\textsuperscript{77} See Gaduh 2002.

\textsuperscript{76} This conclusion also holds when interaction terms are entered one at a time.

\textsuperscript{78} See Nickell et al. 2001; and Nickell, Nunziata, and Ochel 2005.
replacement emerges as negatively correlated with unemployment (although insignificantly) in the feasible generalized least squares (FGLS) specification, and positively (and weakly significant) in the OLS/PCSE one. In the FGLS model, two new interactions emerge, the one between coordination and tax wedge (negative) and the one between coordination and employment protection (positive).\(^79\)

Five-Year Data

The next step in the analysis is to estimate models with data averaged over five-year intervals.\(^80\) Since institutions vary little over time, an analysis with averaged data should be preferable to one with yearly data. Also, five-year aggregates should be more appropriate than annual data for indicators such as the employment protection index, which is based on interpolation from a few observations.\(^81\) In addition, averaging should mop out the effects of business cycles on unemployment, thus leading to more reliable causal interpretations. Moreover, it is likely to reduce the degree of first-order serial correlation in the error term. The obvious drawback of this approach is a lower number of observations over time for each country, which also implies lower statistical power. Also, if some of the effects are purely short term, we may not be able to capture them by averaging the data.

In columns (1) and (2) in Table 2, we estimate a static fixed-effects model, using two alternative methods: one is OLS with the Newey-West robust standard errors, which correct for both first-order autocorrelation and panel heteroskedasticity; the other is PWLS with a Prais-Winsten transformation, modeling both heteroskedasticity and serial correlation in the residuals.\(^82\) The remaining columns in Table 2 exclude, for the sake of greater efficiency, first the interaction variables in columns (3) and (4), and then the macroeconomic variables that do not appear to be significant according to a Wald test, that is, all except the real interest rate—columns (5) and (6). Columns (7) and (8) estimate the same models as in the previous two columns, by using the OECD benefit entitlements measure instead.

\(^79\) We also estimated a battery of models in first differences (not shown here). This allowed us to deal with the problem of remaining serial correlation in the residuals and associated bias in a dynamic model. In addition, differencing served another important purpose: since our series are integrated of order 1, it allowed us to ignore the question whether or not the variables in levels are cointegrated or not. In this regard, Kittel and Winner 2005, 278, fn. 11, observe, based on Maddala and Wu 1999, that “time series with T \(\equiv\) 30 are too short for the estimation of reliable parameters in the cointegration framework.” The results were in line with those from models in levels. Among the institutional variables, only unionization was both positive and significant across models. Its impact seemed to be partially counterbalanced by its interaction with the coordination variable.

\(^80\) As in, for example, Daveri and Tabellini 2000; Nickell 1997; and Baker et al. 2005.

\(^81\) See Baker et al. 2003, 6 and fn 4, as well as the Data Appendix to this article.

\(^82\) The Beck and Katz’s panel (Beck and Katz 1995) corrected standard errors (PCSEs), used in models with annual data, are not appropriate in this case because this estimator is recommended for panels where T > N. In particular, Beck 2001, 174, recommends against using PCSEs when T < 10 because they depend on asymptotic assumptions about T.
### TABLE 2. Five-year data: Static models in levels (intercept, country, and time dummies omitted)

<table>
<thead>
<tr>
<th>Dependent variable</th>
<th>UNR</th>
<th>UNR</th>
<th>UNR</th>
<th>UNR</th>
<th>UNR</th>
<th>UNR</th>
<th>UNR</th>
<th>UNR</th>
<th>UNR</th>
</tr>
</thead>
<tbody>
<tr>
<td>REAL INTEREST RATE</td>
<td>0.315</td>
<td>0.282</td>
<td>0.262</td>
<td>0.216</td>
<td>0.252</td>
<td>0.240</td>
<td>0.255</td>
<td>0.237</td>
<td></td>
</tr>
<tr>
<td>(3.31)**</td>
<td>(3.71)**</td>
<td>(3.10)**</td>
<td>(2.98)**</td>
<td>(3.31)**</td>
<td>(4.00)**</td>
<td>(3.38)**</td>
<td>(3.95)**</td>
<td></td>
<td></td>
</tr>
<tr>
<td>CHANGE IN INFLATION</td>
<td>0.085</td>
<td>0.028</td>
<td>-0.013</td>
<td>-0.071</td>
<td>0.085</td>
<td>0.013</td>
<td>-0.013</td>
<td>-0.071</td>
<td></td>
</tr>
<tr>
<td>(0.38)</td>
<td>(0.20)</td>
<td>(0.08)</td>
<td>(0.52)</td>
<td>(0.38)</td>
<td>(0.20)</td>
<td>(0.08)</td>
<td>(0.52)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>TERMS OF TRADE SHOCKS</td>
<td>0.092</td>
<td>0.038</td>
<td>0.063</td>
<td>-0.158</td>
<td>0.092</td>
<td>0.038</td>
<td>0.063</td>
<td>-0.158</td>
<td></td>
</tr>
<tr>
<td>(0.28)</td>
<td>(0.16)</td>
<td>(0.19)</td>
<td>(0.61)</td>
<td>(0.28)</td>
<td>(0.16)</td>
<td>(0.19)</td>
<td>(0.61)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>LAGGED PRODUCTIVITY</td>
<td>0.202</td>
<td>0.136</td>
<td>0.194</td>
<td>0.111</td>
<td>0.202</td>
<td>0.136</td>
<td>0.194</td>
<td>0.111</td>
<td></td>
</tr>
<tr>
<td>(1.15)</td>
<td>(1.19)</td>
<td>(1.10)</td>
<td>(0.97)</td>
<td>(1.15)</td>
<td>(1.19)</td>
<td>(1.10)</td>
<td>(0.97)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>EP</td>
<td>1.259</td>
<td>0.652</td>
<td>0.925</td>
<td>0.510</td>
<td>1.518</td>
<td>0.977</td>
<td>1.452</td>
<td>0.935</td>
<td></td>
</tr>
<tr>
<td>(1.02)</td>
<td>(0.72)</td>
<td>(0.76)</td>
<td>(0.61)</td>
<td>(1.47)</td>
<td>(1.46)</td>
<td>(1.31)</td>
<td>(1.37)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>UD</td>
<td>0.090</td>
<td>0.067</td>
<td>0.083</td>
<td>0.077</td>
<td>0.103</td>
<td>0.101</td>
<td>0.105</td>
<td>0.102</td>
<td></td>
</tr>
<tr>
<td>(1.73)**</td>
<td>(2.20)**</td>
<td>(2.00)**</td>
<td>(2.75)**</td>
<td>(3.28)**</td>
<td>(3.11)**</td>
<td>(3.21)**</td>
<td>(4.12)**</td>
<td></td>
<td></td>
</tr>
<tr>
<td>BRR</td>
<td>-0.011</td>
<td>-0.013</td>
<td>-0.019</td>
<td>-0.020</td>
<td>-0.020</td>
<td>-0.021</td>
<td>-0.021</td>
<td>-0.021</td>
<td></td>
</tr>
<tr>
<td>(0.63)</td>
<td>(0.88)</td>
<td>(1.09)</td>
<td>(1.47)</td>
<td>(1.20)</td>
<td>(1.64)</td>
<td>(0.97)</td>
<td>(0.98)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>BENOECD</td>
<td>-0.092</td>
<td>-0.103</td>
<td>-0.064</td>
<td>-0.069</td>
<td>-0.044</td>
<td>-0.051</td>
<td>-0.046</td>
<td>-0.054</td>
<td></td>
</tr>
<tr>
<td>(1.44)</td>
<td>(2.23)**</td>
<td>(1.05)</td>
<td>(1.45)</td>
<td>(0.89)</td>
<td>(1.30)</td>
<td>(0.89)</td>
<td>(1.38)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>(1.75)**</td>
<td>(2.52)**</td>
<td>(2.36)**</td>
<td>(2.81)**</td>
<td>(2.49)**</td>
<td>(2.83)**</td>
<td>(2.36)**</td>
<td>(2.82)**</td>
<td></td>
<td></td>
</tr>
<tr>
<td>BC</td>
<td>0.195</td>
<td>0.085</td>
<td>0.120</td>
<td>-0.109</td>
<td>0.015</td>
<td>-0.162</td>
<td>-0.014</td>
<td>-0.188</td>
<td></td>
</tr>
<tr>
<td>(0.79)</td>
<td>(0.41)</td>
<td>(0.53)</td>
<td>(0.63)</td>
<td>(0.08)</td>
<td>(1.07)</td>
<td>(0.08)</td>
<td>(1.24)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>BC*UD</td>
<td>0.001</td>
<td>-0.008</td>
<td>(0.03)</td>
<td>(0.63)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Observations</td>
<td>121</td>
<td>121</td>
<td>121</td>
<td>121</td>
<td>134</td>
<td>134</td>
<td>134</td>
<td>134</td>
<td>134</td>
</tr>
<tr>
<td>-------------</td>
<td>-----</td>
<td>-----</td>
<td>-----</td>
<td>-----</td>
<td>-----</td>
<td>-----</td>
<td>-----</td>
<td>-----</td>
<td>-----</td>
</tr>
<tr>
<td>Number of countries</td>
<td>18</td>
<td>18</td>
<td>18</td>
<td>18</td>
<td>18</td>
<td>18</td>
<td>18</td>
<td>18</td>
<td>18</td>
</tr>
</tbody>
</table>

Wald test on country dummies

<table>
<thead>
<tr>
<th>F(17, 81) = 9.50</th>
<th>( \chi^2(17) = 151.29 )</th>
<th>( \chi^2(17) = 148.10 )</th>
<th>( \chi^2(17) = 135.31 )</th>
<th>( \chi^2(17) = 115.12 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>P-value = 0.000</td>
<td>P-value = 0.000</td>
<td>P-value = 0.000</td>
<td>P-value = 0.000</td>
<td>P-value = 0.000</td>
</tr>
</tbody>
</table>

Wald test on time dummies

<table>
<thead>
<tr>
<th>F(7, 8) = 6.32</th>
<th>( \chi^2(7) = 85.44 )</th>
<th>( \chi^2(7) = 80.14 )</th>
<th>( \chi^2(7) = 81.14 )</th>
<th>( \chi^2(7) = 77.04 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>P-value = 0.000</td>
<td>P-value = 0.000</td>
<td>P-value = 0.000</td>
<td>P-value = 0.000</td>
<td>P-value = 0.000</td>
</tr>
</tbody>
</table>

Wald test on interactions terms

<table>
<thead>
<tr>
<th>F(5, 81) = 0.72</th>
<th>( \chi^2(5) = 7.25 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>P-value = 0.614</td>
<td>P-value = 0.209</td>
</tr>
</tbody>
</table>

Wald test on all the macro variables but real interest rate

<table>
<thead>
<tr>
<th>F(3, 81) = 0.48</th>
<th>( \chi^2(3) = 1.55 )</th>
<th>( \chi^2(3) = 1.55 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>P-value = 0.699</td>
<td>P-value = 0.67</td>
<td>P-value = 0.67</td>
</tr>
</tbody>
</table>

Estimated rho

| .3 | .26 | .32 | .25 | .32 | .44 | .39 |

Multicollinearity tests

<table>
<thead>
<tr>
<th>Mean VIF 12.86</th>
<th>Mean VIF 12.86</th>
<th>Mean VIF 12.12</th>
<th>Mean VIF 12.12</th>
<th>Mean VIF 7.20</th>
<th>Mean VIF 7.20</th>
<th>Mean VIF 6.73</th>
<th>Mean VIF 6.73</th>
</tr>
</thead>
</table>

LM remaining serial correlation test

<table>
<thead>
<tr>
<th>( \chi^2(1) = 6.79 )</th>
<th>( \chi^2(1) = 10.95 )</th>
<th>( \chi^2(1) = 12.86 )</th>
<th>( \chi^2(1) = 13.86 )</th>
<th>( \chi^2(1) = 14.28 )</th>
<th>( \chi^2(1) = 18.87 )</th>
<th>( \chi^2(1) = 18.87 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>P-value = .009</td>
<td>P-value = .0000</td>
<td>P-value = .006</td>
<td>P-value = .0000</td>
<td>P-value = .0000</td>
<td>P-value = .0000</td>
<td>P-value = .0000</td>
</tr>
</tbody>
</table>

Adjusted R-square

| .79 | .79 | .81 | .81 |

Notes: FGLS = feasible generalized least squares. LM = Lagrange multiplier. OLS = ordinary least squares. UNR = unemployment rate. Absolute value of z statistics in parentheses. * significant at 10%; ** significant at 5%; *** significant at 1%.
of the benefit replacement rate. We also estimated a dynamic model (not reported here). With T = 8, this suffers from Nickell bias, which leads to underestimation of the lagged dependent variable,\(^3\) and possibly overestimation of the coefficients of the exogenous variables.\(^4\) Despite the negative bias, the coefficient of the lagged dependent variable was very high (0.94), as well as highly significant. Unfortunately, tests of (non)stationarity and cointegration assume a T much larger than ours,\(^5\) or, with small T, a larger N than ours,\(^6\) so they would not make much sense in this context. We interpret the significance of the lagged dependent variable as a sign that the static model with five-year data is underspecified, and its high value as a warning that we are likely to have a problem of nonstationarity and, linked to that, possibly a danger of spurious regressions.

Ignoring these statistical problems, the results are similar across estimators and specifications. Among the macroeconomic variables, only the real interest rate is significant and signed according to prediction (that is, positive). The other macroeconomic predictors are mostly positive rather than negative. All are, however, insignificant. Among the institutional variables, only union density and the central bank independence index are robustly different from zero. The interactions terms are individually and jointly insignificant,\(^7\) except the interaction between coordination and employment protection, which is positive and significant at the 10 percent level with FGLS (but whose sign appears to jump depending on specification).\(^8\)

Table 3 compares fixed-effects and random-effects specifications. We chose fixed effects on both theoretical and methodological grounds: the model is better specified when country dummies are inserted. Indeed, country dummies seem to capture a large share of the variation in the unemployment rate. In a random-effects model it is assumed that the countries are random draws from a population, about which inferences are being made—an assumption that does not seem especially realistic in this case. We tested for fixed versus random effects through a Hausman test.\(^9\) The random-effect specification appears borderline acceptable for the model with the benefit replacement rate variable—column (2). However, nonrandomness of the sample and better specification still make one prefer the fixed-effects model to the random effects one. One of the reasons why the random-effects specification is worth considering is that, dispensing with country dummies, it allows all countries to contribute to the determination of the coefficient estimates, including for those variables such as employment protection, central bank independence, and wage coordination, which are based on time-unvarying

---

\(^{83}\) Hsiao 2004, 71–72.
\(^{84}\) See Judson and Owen 1999, 12.
\(^{85}\) See Smith and Fuertes 2004, 51.
\(^{86}\) Binder, Hsiao, and Pesaran 2005.
\(^{87}\) This conclusion also holds if the interaction terms are entered one by one in the specification.
\(^{88}\) See tab. 8 in Baccaro and Rei 2005.
\(^{89}\) In a Hausman test, if the null hypothesis cannot be rejected, then random effects are warranted because one can assume no correlation between the covariates and the error term.
(for some countries) or sluggish indices. The greatest change concerns the coordination variable, which is negative and significant with random effects (consistent with most literature), but not with fixed effects. Also, the magnitudes of the other institutional variables (except those of unemployment benefits) are considerably smaller with random effects.

90. See the review in Aidt and Tzannatos 2002.

### TABLE 3. Five-year data: Fixed- and random-effects in levels (intercept, country dummies, time dummies omitted)

<table>
<thead>
<tr>
<th>Dependent variables</th>
<th>Fixed effects (OLS Newey-West standard errors)</th>
<th>Random effects</th>
<th>Fixed effects with benefit entitlements measure (OLS Newey-West standard errors)</th>
<th>Random effects with benefit entitlements measure</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>UNR</td>
<td>UNR</td>
<td>UNR</td>
<td>UNR</td>
</tr>
<tr>
<td><strong>REAL INTEREST RATE</strong></td>
<td>0.252 (3.31)***</td>
<td>0.234</td>
<td>0.255 (3.38)***</td>
<td>0.239</td>
</tr>
<tr>
<td></td>
<td>(1.47)</td>
<td>(0.76)</td>
<td>(1.31)</td>
<td>(0.79)</td>
</tr>
<tr>
<td><strong>UD</strong></td>
<td>0.103 (2.78)***</td>
<td>0.055</td>
<td>0.105 (2.71)***</td>
<td>0.055</td>
</tr>
<tr>
<td></td>
<td>(1.20)</td>
<td>(1.39)</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>BRR</strong></td>
<td>−0.020 (3.28)***</td>
<td>−0.019</td>
<td>−0.020 (3.21)***</td>
<td>−0.020</td>
</tr>
<tr>
<td></td>
<td>(1.20)</td>
<td>(1.39)</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>BENOEC</strong></td>
<td>−0.044 (4.286)</td>
<td>−0.022</td>
<td>−0.046 (2.925)</td>
<td>−0.022</td>
</tr>
<tr>
<td></td>
<td>(0.89)</td>
<td>(0.65)</td>
<td>(0.89)</td>
<td>(0.65)</td>
</tr>
<tr>
<td><strong>TW</strong></td>
<td>0.015 (2.49)***</td>
<td>−0.046</td>
<td>−0.014 (2.36)</td>
<td>−0.014</td>
</tr>
<tr>
<td></td>
<td>(0.08)</td>
<td>(0.08)</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>BC</strong></td>
<td>−0.014 (2.35)**</td>
<td>−0.046</td>
<td>−0.014 (2.36)</td>
<td>−0.014</td>
</tr>
<tr>
<td></td>
<td>(0.08)</td>
<td>(0.08)</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Hausman test results—null hypothesis: difference in coefficients not systematic</strong></td>
<td>$\chi^2(15) = 21.56$</td>
<td>$\chi^2(15) = 24.77$</td>
<td>$\chi^2(15) = 21.56$</td>
<td>$\chi^2(15) = 24.77$</td>
</tr>
<tr>
<td><strong>Observations</strong></td>
<td>134</td>
<td>134</td>
<td>134</td>
<td>134</td>
</tr>
<tr>
<td><strong>Number of countries</strong></td>
<td>18</td>
<td>18</td>
<td>18</td>
<td>18</td>
</tr>
<tr>
<td><strong>R-squared</strong></td>
<td>.76</td>
<td>.49</td>
<td>.76</td>
<td>.48</td>
</tr>
</tbody>
</table>

*Notes: OLS = ordinary least squares. UNR = unemployment rate. Absolute value of $z$ statistics in parentheses. * significant at 10%; ** significant at 5%; *** significant at 1%.
Table 4 moves from models in levels to models in first differences.\(^{91}\) The rationale behind this choice is the following: first, the fact that we cannot exclude that the data in levels are nonstationary and noncointegrated suggests first differencing as a safety device. Second, a t-test on the lagged dependent variable (not reported here) shows that this should not be included in a model in first differences, unlike a model in levels. Therefore, a model in first differences is better specified than a model in levels. Third, differencing provides a solution to the problem of serial correlation of the error (we reject the null at the 5 percent level in all cases). Finally, with first differences the ratio between parameters and observations is much lower than in levels, because first differencing wipes out the fixed effects. Therefore, coefficient estimates are probably more precise.\(^{92}\) The major drawback of first differencing is that we risk exacerbating the problem of measurement error, which may be less severe in the levels equation.\(^{93}\)

We present two sets of estimates: one is PWLS (heteroskedasticity-consistent), the other is OLS with White-robust standard errors. The coefficients have to be interpreted as the effect of changes in independent variables (averaged over five-year spans) on change in unemployment in the same period, controlling for other determinants, including time-specific shocks. This interpretation does not seem at odds with the basic policy question underlying this and other studies, namely understanding how average unemployment would change compared with the average of the previous five years if institutions were to change over the same period. In Table 4, columns (1) and (2) include the full battery of macroeconomic controls and interactions. Columns (3) and (4) only include the real interest rate among macroeconomic controls and no interactions. Columns (5) and (6) estimate the same models as in the preceding two tables but with the OECD measure of benefit generosity instead of the benefit replacement rate. Columns (7) and (8) estimate an all-institution specification, omitting the real interest rate.

One would expect similar coefficient estimates from models in differences and levels. This is indeed the case with most variables (real interest rate, union density, benefit replacement rate, and tax wedge), but there are a few exceptions, as revealed by comparing Tables 2 and 4. Not surprisingly, variables based on indicators, which change little over time, are the ones for which coefficient estimates vary the most. For example, employment protection is positive (albeit insignificant) when the models are estimated in levels, and negative (at times even significant) when the same models are estimated in differences. This variable is measured through a time-invariant index for Australia, Canada, Japan,

---

91. Country fixed effects in a model in first differences can be interpreted as capturing country-specific time trends. The fact that a Wald test on the insertion of country dummies in the first difference estimator (not reported) reveals that they are not jointly significant signals that country-specific time trends are not warranted in our models.

92. There are approximately four observations for each parameter to be estimated when the model is in levels, and eight observations per parameter in first differences.

93. See Arellano 2003, 50.
New Zealand, Switzerland, and the United States. These are for the most part countries with low protection and higher than average unemployment (except Japan, for which the opposite holds). The fact that they do not participate in the determination of the employment protection coefficient in models with country fixed effects may explain the positive sign.

Similarly, wage coordination is often positive (albeit insignificant) with models in levels, while it is always negative in differences and significant with FGLS when only the interest rate is included as macroeconomic control. The countries in which the wage coordination index is time-invariant and which do not participate in the determination of the coordination coefficient in levels with country dummies are Austria, Germany, Japan, and Switzerland, all characterized by high coordination and low unemployment on average across the time period. This may tilt the estimate in levels towards a positive sign. Interestingly enough, the other index, that of central bank independence (which is time-invariant for Australia, Austria, Canada Denmark, Germany, Sweden, and the United States), has similar coefficients and standard errors in both levels and differences.

Discussion of Findings

Our strategy in the previous section has been to compare a number of different estimators as well as specifications. None of the models we have considered has been found to be exempt from statistical problems: by comparing them we have sought to ensure that our conclusions were robust across estimators and specifications. Our findings suggest that macroeconomic conditions (captured by real interest rates) and macroeconomic policies (specifically, restrictive monetary policies implemented by an independent central bank) do matter for unemployment. It is much less clear that the same can be said for labor market rigidities in block.

The real interest rate is almost always a positive and significant predictor of unemployment across models, especially with five-year data but often also with annual data. Our findings suggest that the depressing effect of real interest rates on unemployment, which is in all likelihood mediated by reduced capital accumulation, are not just limited to the short run, but also affect the medium-to-long term, and are, in this respect, a confirmation of Ball’s argument that “determinants of aggregate demand have ... effects on long-run as well as short-run movements in unemployment.”

Unsurprisingly, other macroeconomic variables seem to have a more fleeting impact. For example, changes in consumer price indexes are negatively correlated with unemployment in models with one-year data, signaling the presence of a short-term Phillips-curve trade-off. However, they are insignificant with five-year data. Lagged changes in productivity and terms of trade changes are also negatively

### TABLE 4. Five-year data: Models in first differences (no intercept; time dummies omitted)

<table>
<thead>
<tr>
<th>Dependent variable</th>
<th>FGLS modeling heteroskedasticity</th>
<th>OLS with White robust standard errors</th>
<th>FGLS modeling heteroskedasticity</th>
<th>OLS with White robust standard errors</th>
<th>FGLS-heteroskedasticity with benefit variable from OEDC</th>
<th>OLS with White robust standard errors</th>
<th>FGLS-heteroskedasticity with benefit variable from OEDC</th>
<th>OLS with White robust standard errors</th>
<th>FGLS-heteroskedasticity with benefit variable from OEDC</th>
<th>OLS with White robust standard errors</th>
</tr>
</thead>
<tbody>
<tr>
<td>REAL INTEREST RATE</td>
<td>0.224 (2.42)**</td>
<td>0.219 (2.20)**</td>
<td>0.265 (4.49)**</td>
<td>0.273 (3.73)**</td>
<td>0.266 (4.49)**</td>
<td>0.273 (3.71)**</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>INFLATION</td>
<td>-0.077 (0.32)</td>
<td>-0.160 (0.01)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>TERMS OF TRADE SHOCKS</td>
<td>0.161 (0.77)</td>
<td>0.031 (0.12)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>LAGGED PRODUCTIVITY CHANGE</td>
<td>-0.152 (1.31)</td>
<td>-0.101 (0.75)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>EP</td>
<td>-1.715 (1.78)*</td>
<td>-1.747 (1.99)**</td>
<td>-1.083 (1.55)</td>
<td>-1.121 (1.47)</td>
<td>-1.157 (1.87)*</td>
<td>-1.162 (1.46)</td>
<td>-1.19 (1.95)*</td>
<td>-1.317 (2.01)**</td>
<td></td>
<td></td>
</tr>
<tr>
<td>UD</td>
<td>0.095 (2.44)**</td>
<td>0.110 (2.12)**</td>
<td>0.102 (2.99)**</td>
<td>0.108 (2.53)**</td>
<td>0.100 (2.90)**</td>
<td>0.110 (2.49)**</td>
<td>0.094 (2.69)**</td>
<td>0.093 (2.01)**</td>
<td></td>
<td></td>
</tr>
<tr>
<td>BENOECD</td>
<td>-0.013 (0.67)</td>
<td>-0.004 (0.44)</td>
<td>-0.007 (0.23)</td>
<td>0.005 (0.14)</td>
<td>-0.012 (0.29)</td>
<td>0.008 (0.26)</td>
<td>-0.017 (0.44)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>TW</td>
<td>-0.065 (1.31)</td>
<td>-0.063 (1.23)</td>
<td>-0.064 (1.42)</td>
<td>-0.071 (1.70)**</td>
<td>-0.074 (1.67)**</td>
<td>-0.071 (1.75)**</td>
<td>-0.054 (1.20)</td>
<td>-0.043 (0.99)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>CBI</td>
<td>4.301 (2.14)**</td>
<td>4.340 (2.20)**</td>
<td>4.121 (2.29)**</td>
<td>4.364 (1.99)**</td>
<td>4.174 (2.92)**</td>
<td>4.295 (1.95)**</td>
<td>3.867 (2.01)**</td>
<td>4.141 (1.80)**</td>
<td></td>
<td></td>
</tr>
<tr>
<td>BC</td>
<td>-0.079 (0.37)</td>
<td>-0.061 (0.23)</td>
<td>-0.429 (1.80)**</td>
<td>-0.162 (1.05)</td>
<td>-0.238 (1.80)**</td>
<td>-0.166 (1.09)</td>
<td>-0.238 (1.53)</td>
<td>-0.173 (0.95)</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>---</td>
<td>-----</td>
<td>-----</td>
<td>-----</td>
<td>-----</td>
<td>-----</td>
<td>-----</td>
<td>-----</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>$bc^*ew$</td>
<td>$bc^*tw$</td>
<td>$bc^*fw$</td>
<td>$bc^*bw$</td>
<td>$bc^*tw$</td>
<td>$bc^*bw$</td>
<td>$bc^*bw$</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.18)</td>
<td>(0.19)</td>
<td>(0.70)</td>
<td>(0.50)</td>
<td>(0.40)</td>
<td>(0.30)</td>
<td>(0.30)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>18</td>
<td>18</td>
<td>18</td>
<td>18</td>
<td>18</td>
<td>18</td>
<td>18</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.39</td>
<td>0.42</td>
<td>0.41</td>
<td>0.17</td>
<td>0.17</td>
<td>0.17</td>
<td>0.17</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>$\chi_1^2 = 2.62$</td>
<td>$\chi_1^2 = 1.9$</td>
<td>$\chi_1^2 = 0.33$</td>
<td>$\chi_1^2 = 0.39$</td>
<td>$\chi_1^2 = 0.32$</td>
<td>$\chi_1^2 = 0.13$</td>
<td>$\chi_1^2 = 0.228$</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>$P$-value = 0.11</td>
<td>$P$-value = 0.15</td>
<td>$P$-value = 0.56</td>
<td>$P$-value = 0.52</td>
<td>$P$-value = 0.56</td>
<td>$P$-value = 0.7</td>
<td>$P$-value = 0.663</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Wald test on macro variables (but RIR)</td>
<td>Wald test on interactions</td>
<td>Multicolinearity tests</td>
<td>Time dummies inserted</td>
<td>Time dummies inserted</td>
<td>Time dummies inserted</td>
<td>Time dummies inserted</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>$\chi_1^2 = 2.6$</td>
<td>$\chi_1^2 = 4.67$</td>
<td>Mean VIF 2.37 (condition number 6.4712)</td>
<td>Mean VIF 2.37 (condition number 6.4712)</td>
<td>Mean VIF 8.39 (condition number 16.1470)</td>
<td>Mean VIF 8.39 (condition number 16.1470)</td>
<td>Mean VIF 8.44 (condition number 15.83)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>$P$-value = 0.4532</td>
<td>$P$-value = 0.45</td>
<td>Mean VIF 2.37 (condition number 6.4712)</td>
<td>Mean VIF 8.39 (condition number 16.1470)</td>
<td>Mean VIF 8.44 (condition number 15.83)</td>
<td>Mean VIF 8.44 (condition number 15.83)</td>
<td>Mean VIF 9.52 (condition number 15.81)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>$P$-value = 0.4532</td>
<td>$P$-value = 0.45</td>
<td>$P$-value = 0.8153</td>
<td>$P$-value = 0.8153</td>
<td>$P$-value = 0.8153</td>
<td>$P$-value = 0.8153</td>
<td>$P$-value = 0.8153</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Notes: FGLS = feasible generalized least squares. OLS = ordinary least squares. Absolute value of $z$ statistics in parentheses. * significant at 10%; ** significant at 5%; *** significant at 1%.

1. Baltagi and Li 1995 Lagrange multiplier (LM) test for autocorrelation in the residuals: $\rho_{t} = \rho_{t} \rho_{t-1} + \epsilon_{t}$. **$H_0$: $\rho = 0$**
associated with unemployment in models with yearly data, possibly indicating the presence of short-run real wage resistance interfering with the adjustment of real wages to shocks. However, with five-year data, changes in terms of trade and changes in productivity appear insignificant.

Among the institutional variables, the sign of the employment protection variable varies considerably across specifications and is generally positive in levels and negative (even weakly significant in some specifications) in first differences. The absence of a robust positive association with unemployment is in line with most theoretical arguments, according to which the impact of employment protection on the unemployment rate is indeterminate as employment protection reduces employment and unemployment flows simultaneously and these effects tend to cancel each other out. We attribute at least a portion of the shift in sign between levels and first differences to the influence of fixed effects when the measure, as is the case for some countries, is time-invariant.

In contrast to theoretical predictions, the benefit replacement rate variable is almost always negative (albeit often insignificant) with both annual and, especially, five-year data. It may be that if benefit replacement is a form of insurance, the cost of such insurance is borne by workers through lower real wages. It could also be that the positive impact of benefit replacement on unemployment (for example, by increasing the reservation wage) is counterbalanced by a negative effect linked with a better match between jobs and worker skills when benefit replacement rates are higher. The sign of a summary measure of benefit entitlements, including both the dimensions of income replacement and benefit duration, varies across models and is never significantly different from 0.

The tax wedge estimates are also surprising, since they are negative with both annual data and five-year data, and sometimes even significant. If the impact of the tax wedge depends on what portion of it is not paid for by workers through lower real wages and contributes, therefore, to increase the real labor cost faced by employers, then one may conclude that the tax wedge is, on average, entirely paid for by workers, controlling for other variables in the model. The negative sign may depend on the fact that lower take-home pay shifts the labor supply curve rightward, that is, for given wage levels, workers increase their labor supply.

Union density is the one institutional variable that appears to have a robust positive impact on unemployment, independent of specification or estimation method used. The union density coefficient is normally 0.1 with five-year data (implying

95. See Agell 1999 and 2000.
96. In a related paper (Baccaro and Rei 2005, tabs. 6, 7, 12), we also estimated specifications that included a benefit duration variable, whose sign appears unstable and dependent on the particular measure used to operationalize the construct.
97. It bears noting, however, that we are assuming (as is common practice in this literature) exogeneity of the institutional predictors, and that such assumption may be unwarranted in the case of the union density rate, which is considered by the industrial relations literature to depend on unemployment among other things; see Checchi and Lucifora 2002; and Goldfield 1990, 102–3.
a 1 percent increase in unemployment for every 10 percent increase in unionization); the long-term coefficient with yearly data is slightly higher. With annual data, there is evidence that the positive effect of union density declines with growing coordination, that is, that a more encompassing bargaining system partially internalizes the externalities caused by wage pressure.

The central bank independence variable is positive with annual data, but sometimes not significantly different from 0. With five-year data, its coefficient is much larger and always significant, which suggests that an increase in central bank independence leads to greater unemployment, controlling for other determinants. Our point estimates with five-year data—greater than four—suggest that the transition from a totally independent to a totally politically dependent monetary authority is associated with a decrease in unemployment of more than 4 percentage points on average. Interestingly enough, the effect of central bank independence is net of the effect of the real interest rate in our models. The two measures are weakly correlated (the correlation coefficients are around 0.14). We interpret the results as follows: the central bank independence index captures the more or less restrictive monetary policy stance of the country in the particular year. Its coefficient reflects the effect on unemployment of restrictive monetary policies: these lead to a temporary increase in unemployment, which then becomes permanent probably because some form of hysteresis intervenes, as argued by Ball. The coefficient of the real interest rate variable captures instead those effects of the real interest rate on unemployment that do not depend on the particular stance of the central bank, but on other factors (for example, perceived country risk or supply and demand factors). In this regard, it would be interesting to unpack the real interest rate variable in future research, and seek to determine what conditions or policies contribute to higher interest rates, and hence to unemployment.

The wage coordination variable is insignificant in most specifications, and often even “wrongly” signed, that is, positively rather than negatively. The effect of coordination is, according to our models, ultimately the result of a modeling choice. If fixed effects are included in the model, either directly or indirectly by taking first differences, then this variable does not seem to have a significant impact on unemployment. If, however, fixed effects are not included (for example, in random-effects models), the coefficient of the coordination variable is negative and significant. It is possible that with better-specified models we could be able to dispose of country dummies (which are nothing more than labels) and be able to appreciate the cross-sectional effect of the wage coordination variable. For the time being, however, a model without fixed effects is likely to suffer from omitted variable bias. We conclude that the effects of wage coordination that seem to matter most for unemployment are the cross-sectional ones, while the within-country variation in wage coordination does not significantly reduce unemployment. Cross-sectional differences probably reflect the rest of the institutional structure (for example, social

democracy and associated economic policies) in which wage coordination is often embedded. From a policy perspective, simply increasing the level of bargaining coordination, in the absence of parallel changes in the rest of the institutional and policy structure, would probably not reduce unemployment, according to our results.

Among the interaction variables, it seems that coordination increases, in the short-term, union capacity to internalize externalities. However, our findings with yearly data do not support the thesis of Hall and Franzese and others that the employment-depressing effects of restrictive monetary policies enacted by an independent central bank decrease with greater coordination. With five-year averages, it seems that virtually no interaction holds. This may imply that wage coordination mediates the impact of other institutions, at best, only in the short term. This suggests that the hypothesized institutional differences between liberal and coordinated market economies may be less entrenched than argued by the variety of capitalisms view, at least as far as unemployment is concerned.

Additional Tests of Institutional Effects

Nonlinear Model

Our analysis has failed to uncover a direct impact of labor market institutions on unemployment, except for unionization. However, as suggested by Blanchard, and Blanchard and Wolfers, rather than increasing unemployment directly, institutions may exacerbate the adverse effects of external shocks. Indeed, it is conceivable that once the unemployment rate is brought above the equilibrium level by adverse external forces, it may be prevented from returning to its (previous) equilibrium level by institutional rigidities hindering the adjustment process—interfering, for example, with real wage flexibility. In such case, unemployment could remain at high levels even several years after the shocks.

To test for this eventuality, we estimate essentially the same model as in Blanchard and Wolfers:

\[
u_{i,t} = \beta_0 + \phi_t \left(1 + \sum_j \gamma_j X_{j,t} \right) + \delta_i + \epsilon_{i,t}\]

Unemployment in country \(i\) at time \(t\) is presented as a function of the same \(j\) institutional variables considered before (employment protection, union density, benefit replacement rate, tax wedge, central bank independence, and

100. Hall and Franzese 1998. Some support for this thesis emerges from models in first differences with yearly data (not shown here).
104. Ibid., tab. 1, C20.
WAGE COORDINATION), (n-1) country-specific fixed effects ($\delta_j$), and (t) year dummies ($\varphi_t$). The coefficients of institutions ($\gamma_i$) expresses the linkage between the unobservable time shocks captured by the country-unvarying time dummies ($\varphi_t$) and the set of institutions ($X_i$). In this specification, the effects of institutions on unemployment are nonlinear and are estimated through nonlinear least squares. In line with our previous analysis (and consistent with Blanchard and Wolfers), we use data grouped in five-year averages.\(^{105}\)

Our tests differ from Blanchard and Wolfers’s in the following respects: (1) the institutional variables we use are not exactly the same, as their list also includes collective bargaining coverage, a measure of active labor market policies, and benefit length, but does not contain central bank independence; (2) the data we use are different, as our institutional measures are time-varying, unlike theirs;\(^{106}\) (3) while Blanchard and Wolfers express their institutional measures as deviations from the sample means,\(^{107}\) we compare results from data in levels and in deviations;\(^{108}\) (4) since the assumption of independent and identically distributed (i.i.d.) errors is untenable with this data structure,\(^{109}\) we use Rogers robust standard errors for hypothesis testing.\(^{110}\) These correct for country-specific heteroskedasticity and within-country serial correlation.\(^{111}\)

\(^{105}\) This specification makes it impossible to understand exactly which shocks are at play and how they vary by country. However, this is acceptable to us as our focus is on institutions, not shocks. Blanchard and Wolfers makes an attempt at modeling the shocks explicitly by including three macroeconomic variables: the real interest rate, the rate of total factor productivity growth, the change in labor demand; see ibid., tab. 5, C28. They find, however, that country-invariant time dummies provide a better fit than observable measures of shocks.

\(^{106}\) Blanchard and Wolfers also estimate a model with time-varying institutional measures for benefit replacement rates and employment protection (see ibid., tab. 3, C24) and find that results are generally stronger with time-unvarying institutions.

\(^{107}\) Ibid., C20.

\(^{108}\) It has to be considered that with fixed effects (country and time) the data are already transformed in deviations from country and period means, so the choice to express them as deviations implies demeaning the variables even further.

\(^{109}\) See ibid., C20, fn. 21.

\(^{110}\) See Rogers 1993.

\(^{111}\) The standard errors in question are equivalent to the Huber/White heteroskedasticity consistent standard errors, adjusted to account for possible correlation within a cluster. They are consistent in the absence of cross-sectional correlation. This estimator has not been frequently used in small samples because of concerns about its performance. However, recent Monte-Carlo evidence by Kézdi 2003 (tabs. 2.2 and 2.5) shows that in a fixed-effects contest with a serial correlation of about 0.3 (similar to our situation) its absolute performance in terms of efficiency is acceptable and the relative efficiency with respect to the White estimator (which corrects for heteroskedasticity only) depends on the degree of autocorrelation of the variable considered (the more sluggish the variable the better the cluster estimator). Also, Petersen 2005 (Figures 3 to 5) shows (using, however, a sample where N is much bigger than in our case) that even with time and country dummies included, the performance of the Rogers standard errors is much better than the (Panel) Newey West standard errors and the Fama-MacBeth standard errors and that its bias with a small N is little. In brief, the experimental evidence seems to suggest the Rogers standard errors as acceptable. Also, the short-time dimension suggests that modeling heteroskedasticity and serial correlation with a feasible weighted least square estimator would not greatly improve efficiency. The problem of cross-sectional correlation is dealt with in the models, as is common praxis, through the insertion of time dummies, even though we doubt that all spatial correlation is eliminated in this way.
In the first four columns of Table 5, data are expressed as levels; in the latter four as deviations from sample means. The interpretation of coefficients is different. In columns (1) to (4) the coefficients of the time dummies (not shown) represent the impact of “pure” exogenous shocks on unemployment in a hypothetical country in which all institutional variables are set to 0, so that $\sum_{j} \gamma_{j} X_{j,t} = 0$. In such hypothetical country, there is no employment protection, no unionization, no unemployment benefits, no taxes, the central bank is politically dominated, and bargaining is completely uncoordinated. The coefficients of the institutional variables in columns (1) to (4) represent the additional impact of the time shocks on unemployment when the institution in question grows by one unit. In columns (5) to (8), instead, the coefficients of the time dummies (not shown) are to be interpreted as the impact of time shocks on unemployment in a hypothetical country in which all institutions are equal to the sample mean (so that $\sum_{j} \gamma_{j} (X_{j,t} - \bar{X}_j) = 0$); while the coefficients of the institutional variables represent the extra impact of
the time shocks on unemployment when the institution in question grows by one unit above the sample mean.\textsuperscript{112}

As the table clearly shows, substantive conclusions about the impact of institutions vary dramatically depending on the particular way in which the data are expressed (levels or deviations) and the choice of standard errors for hypothesis testing. Overall, we do not find unequivocal evidence of institutional impact. When data are in levels, no institutional effect is significantly different from 0. When data are in deviations only two institutions seem to alter significantly the impact of exogenous shocks on unemployment, using robust standard errors for hypothesis testing—columns (5) and (7): the overall generosity of the unemployment insurance system (as captured by the summary measure BEOECD) and the coordination of the wage bargaining system. The former increases the impact; the latter decreases it.

\textit{Impact of Institutions on Wage Growth}

We now consider the impact of institutions on wage growth. Indeed, if labor institutions have an impact on unemployment, such impact should work its way through wages: in an imperfect market scenario, in which wages are determined as the outcome of bargaining between firms and workers, institutions should raise equilibrium unemployment by increasing the bargaining power of workers and reducing the willingness of the unemployed to bid down the wages of the employed. As a check on previous results, then, we estimate a model in which the dependent variable is a measure of wage growth. The model tested is:

\[
\Delta WEU_{i,t} = \beta_0 + \sum_j \gamma_j x_{j,i,t} + \sum_n \eta_n z_{n,i,t} + \delta_t + \alpha_i + \epsilon_{i,t}
\]

where \(\Delta WEU\) is the five-year average of the annual percentage change of the wage expressed in efficiency units in country \(i\) at time \(t\) (roughly, a measure of permissible real wage increases given total factor productivity gains attributable to labor).\textsuperscript{113} The vector of institutional variables \((\sum_j \gamma_j x_{j,i,t}\) includes \textsc{employment protection}, \textsc{union density}, \textsc{benefit replacement rate} or the \textsc{benefit generosity measure}, \textsc{change in the tax wedge},\textsuperscript{114} \textsc{central bank independence}, and \textsc{wage bargaining coordination}. The vector of macroeconomic controls \((\sum_n \eta_n z_{n,i,t}\) includes the \textsc{unemployment rate} (instrumented with the

\textsuperscript{112} Each of the time dummies is insignificant in models with data in levels, while several of the time dummies are significant in models with data in deviations. In both cases, the time dummies show a growing trend. The difference could be explained as follows: in a completely deregulated hypothetical country (data in levels), exogenous time shocks do not significantly affect unemployment, but they do in a country with average values of institutions (data in deviations).

\textsuperscript{113} See Blanchard 1997; and Blanchard and Philippon 2004.

\textsuperscript{114} See Layard, Nickell, and Jackman 1991, 33, for this modeling choice.
real interest rate and other variables in the model) and a change in terms of trade variable. The alphas \((\alpha_i)\) are time dummies; the deltas \((\delta_i)\) are country dummies.

Results from the wage growth model are largely compatible with those from models estimating the direct effects of institutions on unemployment. Wage change in efficiency units responds negatively (as expected) to unemployment and terms of trade shocks. Benefits replacement rate and tax wedge are not significantly associated with higher wage increases, consistent with the unemployment models. Benefit generosity is (surprisingly) even significantly negatively associated with wage growth (in line with previous results). Central bank independence per se does not seem to lead to wage moderation.\textsuperscript{115} Consistent with the unemployment models, union density is significantly positively associated with wage growth. The main

\textsuperscript{115} In contrast with arguments in Scharpf 1991; Streeck 1994; and Hassel 2003.
peculiarities of the wage change models concern the employment protection index and the wage coordination index. It appears that employment protection does lead to higher wages in efficiency units even though this does not seem to translate into increases in unemployment. Interestingly enough, employment protection seems to have no significant impact when the dependent variable is change in unit labor costs (model not shown). This may be due to the fact that the higher wages induced by employment protection spur capital-labor substitution processes that, in turn, generate productivity increases that compensate for them, such that unit costs are unaffected.116

Another peculiarity of the wage growth model is that bargaining coordination is significantly associated with lower wage growth, even controlling for country fixed effects. Hence coordination seems effective in bringing about wage moderation, but wage moderation does not necessarily translate in lower unemployment, on average, as suggested by the lack of a robust direct effect of bargaining coordination on unemployment in previous models. This finding, combined with the ones above on real interest rates and central bank independence (which does not significantly affect wages, but does seem to lead to higher unemployment), points to the importance, in future research, of understanding how the various predictors affect different components of aggregate demand.

We also test whether institutions reduce the responsiveness of wage growth to unemployment. Indeed, this is a key channel through which institutions may affect the persistence of exogenous shocks over time. The argument is illustrated by Blanchard and Wolfers as follows: “Take an adverse shock which leads to higher unemployment. The normal adjustment mechanism is then for unemployment to put downward pressure on wages until unemployment has returned to normal. To the extent that some labor market institutions reduce the effect of unemployment on wages, they will increase the persistence of unemployment in response to shocks.”117

Hence we add to the previous model of wage growth in efficiency units a term (instrumented) interacting unemployment with each institution expressed as deviation from the sample mean. The interaction terms are entered in the equation one by one.118 The coefficient of the unemployment variable has to be interpreted as the impact on wage change of a 1 percent increase in unemployment when the value of the interacted variable is equal to the sample mean. If institutions reduce the responsiveness of wage movements to unemployment, the interactions should be positive and significant.

Table 7 shows that most interactions are negative. The interaction between wage coordination and unemployment is not only negative but also significantly differ-

---

118. This is to limit the bias associated with the omission of implicit interaction terms (that is, variables that are interacted with the same variable, but not entered explicitly as interaction terms, see Braumoller 2004).
ent from zero at standard confidence levels. Thus, it seems that wage coordination not only leads to lower real wage growth directly, but also increases the effect of unemployment on wage growth. The interactions between benefit replacement and benefit generosity, respectively, with unemployment are instead positive but insignificant. This result, combined with a negative direct effect of benefits on wage growth (Table 6), suggests that the finding of a significant positive impact of benefit generosity on unemployment-increasing exogenous shocks in models with variables expressed as deviations from the sample mean (see Table 5) may have been a statistical incident.

Conclusions

In this article, we have examined whether pooled TSCS data on OECD countries provided empirical support for the thesis that unemployment is caused by labor market rigidities. In conducting our analysis, we have sought to pay attention to a series of statistical problems generally associated with TSCS data, and compare results from multiple estimators and specifications.

While no model we estimate is entirely problem free, our main results seem robust to changes in estimation methods as well as changes in specification. Our
preferred model, which we estimate both in levels and differences, tests the direct
effects of institutions with data averaged over five-year periods. It is a simple and
parsimonious model, leaving ample room for institutional measures to explain
changes in unemployment. We find no systematic support for the deregulatory view.
Indeed, employment protection, benefit replacement rates, and tax wedge do not
seem to have a significant impact on unemployment. At the same time, we find a
robust positive association between union density and unemployment. Also, in con-
trast with most literature that attributes to it a negative impact on unemployment,
wage coordination seems an insignificant predictor of unemployment when fixed
effects are controlled for (even though it does seem to moderate wages) and does
not moderate the impact of other institutions in a significant way in the medium-
to long-term.\footnote{We cannot exclude that, since some of the institutional variables (especially employment protection) are probably measured with error, the coefficients of the imperfectly measured variables are not biased downwards. Other coefficients may be biased, too, as a result of measurement error. This, however, is a problem that applies to all analyses using these data.}

Our results suggest that, at least as far as pooled data allow one to tell,\footnote{See Freeman 2005 for a discussion of the limitations of this kind of analysis.} the
impact of labor market institutions is, for the most part, not robust and that
unemployment is mostly increased by high real interest rates and independent cen-
tral banks. Obviously there could be more fine-grained effects of institutions that
are not captured by our models. For example, labor market institutions may affect
different demographic groups in different ways, such that even though there is no
average effect on unemployment, there are distinct effects on group-specific employ-
ment and unemployment rates, for example, for women and youth.\footnote{See Bertola, Blau, and Kahn 2001.} We cannot
assess these more nuanced effects with our specification. However, the claim that
it would be possible to reduce unemployment simply by getting rid of labor mar-
et rigidities appears unwarranted based on our results.

\section*{Data Appendix}

We use the TSCS data set made available to us by Baker et al. 2003. This is based on the
IMF 2003 data set with some modifications. The IMF data set, in turn, updates the Nickell
and Nunziata 2001 (henceforth NN) data set. The latter is mostly based on OECD data.\footnote{Available at (http://cep.lse.ac.uk/pubs/number.asp?number=502). Accessed 24 November 2006.} The modifications introduced by Baker et al. concern specific countries and/or the years
1996–98 and are drawn from other OECD databases.\footnote{For details, see Baker et al. 2003, 27.} The bargaining coordination (BC)
index we use is the measure elaborated and made available to us by Lane Kenworthy.

The countries included in the sample are Australia, Austria, Belgium, Canada, Denmark,
Finland, France, Germany, Ireland, Italy, Japan, Netherlands, New Zealand, Norway, Sweden,
Switzerland, United Kingdom, and United States. The years covered are 1960–98. The panel is unbalanced.

**Macroeconomic Variables**

**UNEMPLOYMENT RATE (UNR):** All data are from historical OECD databases for standardized unemployment rate.

**REAL INTEREST RATES:** This is the NN series updated for 1995–99 by the IMF based on OECD *Economic Outlook* series for long-term interest rates and consumer price deflators. The measure is defined as nominal returns on long-term government bond minus the actual inflation rate over the following year.

**CHANGE IN INFLATION RATE:** Yearly changes in Consumer Prices Indexes, based on OECD databases. The formula for country $i$ is $\text{CPI}_t^i - \text{CPI}_{t-1}^i$.

**LABOR PRODUCTIVITY GROWTH (LAGGED):** The series is based on OECD data. Productivity growth for country $i$ is defined as: $100 \times ((\text{Prod}_i - \text{Prod}_{i-1})/\text{Prod}_{i-1})$.

**TERMS OF TRADE SHOCKS:** The measure is defined as first log-difference of the terms of trade multiplied by trade openness. The trade openness of the country is defined as the ratio between imports plus exports to GDP (at constant prices). Raw data on export prices, import prices, and trade openness are from OECD databases.

**WAGE CHANGE IN EFFICIENCY UNITS ($\Delta WEU_{i,t}$):** corresponds to the five-year average of the change in real wage ($RW$) minus the change in an index of labor productivity ($ILP$): $\Delta WEU = \Delta RW - \Delta ILP$. The ILP is constructed, following Blanchard and Wolkers 2000, as the percentage change in total factor productivity ($\Delta TFP$) minus the percentage change in the labor share of current GDP at current market prices (a): $\Delta ILP = \Delta TFP - \Delta a$. Both measures ($TFP$ and $a$) are taken from the AMECO database.

**Additional Macroeconomic Controls**

These are used in Table 1, columns (7) and (8).

**MONEY SUPPLY SHOCK:** from NN database. Defined as $\ln($money supply$)$ from the OECD *Economic Outlook* database.

**REAL IMPORT PRICES:** alternative to terms of trade shocks series, from NN database. Defined as the import price deflator normalized by the GDP deflator. Source: OECD, *National Accounts and Main Economic Indicators*. The real import price shock is the change in the log of real import prices times the share of imports in GDP (from OECD *Main Economic Indicators*).

**TOTAL FACTOR PRODUCTIVITY SHOCKS:** from NN database. Based on the Solow residual for each country.$^{124}$ The measure here is the cyclical component of TFP, that is, the deviation of the Solow residual from its Hodrick-Prescott filter trend.

---

124. See Nickell and Nunziata 2001, for details.
LABOUR DEMAND SHOCKS: from NN database. Residuals from country-specific employment equations, each being a regression of employment on lags of employment and real wages.

Institutional Variables

EMPLOYMENT PROTECTION LEGISLATION (EP): This is a 0–2 index, where 2 is the highest level of employment legislation protection. This measure presents some peculiarities that undermine its strength as an indicator.\footnote{125} It comes from the NN database, which draws it from Blanchard and Wolfers 2000. It is based on two data points for the late 1990s and late 1980s, respectively, which are based on OECD measures. From these, Blanchard and Wolfers created two other data points, the first interpolating the previous measures for the early 1990s and the second for the early 1980s by taking the late 1980s figures that were assumed to be constant. For the years 1960–79, the data come from Lazear 1990.

UNION DENSITY (UD): This is the NN series updated for 1995–98 by Baker et al. 2003 based on Ebbinghaus and Visser 2000, as well as other sources. Data are expressed in percentage points.

BENEFIT REPLACEMENT RATE (BRR): This is the NN measure as modified by Baker et al. 2003, namely “benefit entitlement before tax as a percentage of previous earnings before tax. Data are averages over replacement rates at two earnings levels (average and two-thirds of average earnings) and three family types (single, with dependent spouse, with spouse at work). They refer to the first year of unemployment.”\footnote{126} Baker et al. introduce minor modifications for three Scandinavian countries in the 1970s and update the series to 1998. The data are in percentage points.

BENEFIT ENTITLEMENTS (BENOECD): This is the OECD summary measure of benefit entitlements. It is defined as the average of the gross unemployment benefit replacement rates for two earnings levels, three family situations and three durations of unemployment. As the measure for the benefit replacement rate, it is available every second year. We interpolated linearly the value for the missing years, considering the first year of our range, 1960, equal to 1961, the first year of data availability.

TAX WEDGE (TW): Baker et al. 2003 update the NN series “based on changes in the sum of individual (income) tax, social security contributions (employer and employee), payroll taxes, VAT, sales taxes, excise taxes and customs duties, all over GDP . . . from OECD data.”\footnote{127} Data are in percentage points.

CENTRAL BANK INDEPENDENCE INDEX (CBI): This is a 0–1 continuous Central Bank Independence (CBI) index. The IMF borrowed the series from Franzese (see Hall and Franzese 1998) and updated it based on information on more recent reforms in Daunfeldt and de Luna 2002.

\footnote{125}{See Baker et al. 2003, 6, and fn. 4.}
\footnote{126}{Nickell et al. 2001, 46.}
\footnote{127}{Baker et al. 2003, 27.}
INDEX OF WAGE BARGAINING COORDINATION (RC): The variable is taken from Ken- 
worthy 2003. The index ranges from 1 to 5 where 1 is the minimum coordination. We 
introduced minor changes for Ireland between 1988 and 1992 and Italy in the 1990s 
based on our previous work (Baccaro and Simoni 2007; and Baccaro 2000).
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